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Abstract. In this study, we examine the effect of actions of misinfor-
mation mitigation. We use three datasets that contain a wide range of
misinformation stories during the 2020 election, and we use synthetic
controls to examine the causal effect of Twitter’s restrictions on Trump’s
tweets in the 2020 presidential election on the spread of misinformation.
We find a nuanced set of results. While it is not always the case that
Twitter’s actions reduced the subsequent flow of misinformation about
the election, we find that in a number of instances content moderation
reduced the flow of social media misinformation. We estimate that Twit-
ter’s actions, on the universe of tweets we study in our paper, reduced
the flow of misinformation on Twitter by approximately 15%.
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public opinion · Twitter · Election

1 Introduction

Research shows that people use social media platforms like Twitter, Facebook,
and YouTube to spread misinformation and conspiracy theories about many
different subjects [7]. Recognizing this problem, these platforms have engaged
in different approaches to protect their users from misinformation and platform
manipulation, for example Twitter’s Platform Manipulation efforts.1 However,
recently some states like Florida and Texas have developed policies to block
social media platforms from moderating conversations online, especially those
that might involve constitutionally-protected political speech.

Much of the concern about the role of social media platforms in the rapid
and viral spread of misinformation and conspiratorial ideas has roots in the 2016
American presidential election, with allegations of foreign interference on social
media [22]. Other studies showed that the spread and consumption of fake news
on social media was widespread among Americans in the 2016 election cycle
1 See https://transparency.twitter.com/en/reports/platform-manipulation.html.
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[6]. Social media platforms developed monitoring and intervention policies in
the aftermath of the 2016 election, often with limited public transparency and
unknown efficacy.

Detecting misinformation and other undesirable behavior on social media in
real-time is difficult, in particular when well-resourced and strategic agents are
conducting the behavior [20]. They engage in many strategies to avoid detection,
and have strong incentives to hide their activities and identities. In response,
social media platforms use many approaches to detect, mitigate, and prevent
the spread of false and misleading information. However, research is mixed about
whether the strategies used by social media platforms are effective at preventing
the spread of misinformation [9,10,15,17,19,21,23].

In this paper, we use a unique set of natural experiments that occurred
during the 2020 presidential election, employing three unique datasets described
below in the Data section. In 2020 (as we discuss in the next section), Twitter
used various tools to prevent the spread of information in a series of tweets that
President Donald Trump posted. These tweets were deemed to violate Twitter’s
policies about spreading electoral misinformation. We use a synthetic control
methodology to develop counterfactuals that allow us to test the efficacy of
Twitter’s actions on Trump’s tweets, allowing us to make causal inferences from
the real-world observational data from the 2020 election. Research demonstrates
that the synthetic control methodology is a powerful tool for causal inference [1–
3]. This is one of the important contributions of our work – showing how synthetic
control can help researchers make causal inferences about interventions in social
media.

Using this methodology we produce important causal estimates that allow us
to study whether Twitter’s content moderation actions in the 2020 presidential
election were effective. Our results indicate that for the Trump tweets we studied,
Twitter’s actions can reduce their dissemination. This is not universally the case,
as there are situations where misinformation continues to flow after Twitter’s
content moderation efforts — and where there seems to be little change (one
way or the other) after the platform used restrictions or warnings to slow the
spread of misinformation. Our results have implications for the current debates
about social media platform content moderation which we consider in the paper’s
Discussion.

2 Twitter’s Moderation of Trump’s Tweets in 2020

In October 2020, Twitter applied a “Civic Integrity Policy”2 to prevent use
of their platform for electoral or civic interference. Policy violations included
misleading information about how to participate in the election, voter suppres-
sion or intimidation, and false details about electoral outcomes. Depending on
the severity of the violation, Twitter could engage in several actions, including
labeling the tweet as misinformation, deleting the message entirely, or locking
or permanently suspending the offending account.
2 https://help.twitter.com/en/rules-and-policies/election-integrity-policy.

https://help.twitter.com/en/rules-and-policies/election-integrity-policy
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One of the most prominent uses of the Civic Integrity Policy in 2020 was
for Twitter to use warnings or restrictions on then-President Trump’s tweets, as
he was disputing the integrity of the election and disseminating misinformation
about election fraud. During the period of time we focus on in this study, Twitter
mainly applied two types of treatments to Trump’s tweets that were determined
as violations of the “Civic Integrity Policy”:

– Disputed (restricted): Content could be hidden or deleted; the user’s ability
to reply, retweet, and like the tweet could be turned off; or a label/warning
message could be applied to the tweet before it was shared or liked. This
treatment was applied frequently between November 4th, 2020 to November
7th, 2020.

– Disputed (not restricted): Content was visible, and users can reply, retweet,
or like the tweet; and a warning message was applied to the tweet. This
treatment appears throughout the study period.

On January 8, 2021, Twitter suspended @realDonaldTrump, at which time the
account had approximately 88.7 million followers.

Fig. 1. Examples of Twitter-labeled Trump tweets. Source https://factba.se/topic/
deleted-tweets

In Fig. 1 we provide two examples of Trump’s tweets, one for each measure.
The example in Panel 1a regards allegations being made regarding the election
tabulation and post-election auditing in Georgia from November 18, 2020. The
example in Panel 1b shows an example of restricted tweet, which was posted on
November 4th, 2020.

Twitter’s decision to censor and label Trump’s tweets in an attempt to pre-
vent the spread of misinformation was highly controversial. Many people, partic-
ularly those within the Republican party, launched a backlash against Twitter
following their decision to label Trump’s tweets as misinformation. Crucially, it
remains uncertain whether Twitter’s actions worked as intended: did censoring

https://factba.se/topic/deleted-tweets
https://factba.se/topic/deleted-tweets
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and labeling these tweets in the 2020 election prevent the subsequent spread of
election misinformation on Twitter?

We are interested in the effects of Twitter’s actions. Labeling Trump’s tweets
could have two different consequences: it could have operated as (we assume)
Twitter desired: suppressing the further spread of misleading information. Or,
given the backlash towards Twitter’s policy, it could have amplified the spread
of misleading information.

In this paper, we use three novel datasets to study the question. The
first one is a unique dataset of over 15 million tweets about the election, a
real-time collection that started before the November 2020 general election
and ended after Twitter suspended Trump’s account. The second one is the
ElectionMisinfo2020 dataset which consists of tweets directly linked to con-
firmed misinformation stories in the 2020 election. The third one is from Trump’s
tweet archive, which collected Trump’s tweets and showed whether Twitter took
action regarding each of those tweets.

Our main findings are nuanced. There is evidence that for some of Trump’s
tweets, Twitter’s actions reduced misinformation. We find that this is in par-
ticular the case for a set of tweets that Twitter placed restrictions on early in
election 2020. But we also show that the content moderation efforts generally
worked in many cases, but did not work in others. In the set of social media
conversations about election fraud in the 2020 election that form the basis of
our study, we find that Twitter’s actions reduced the subsequent flow of election
misinformation by approximately 15%.

In the next section of the paper, we connect our research to the theory
about how the public receives and processes information, and what happens
when attempts are made to suppress the dissemination of political information.
These theories guide and shape our hypotheses. Following this, we delve into our
data sources, detailing both the collection and preprocessing of tweets, and then
outline the methodologies employed to test our hypotheses. We then present
our results and conclude by discussing the implications and limitations of our
analysis.

3 Does Labelling and Limiting Misinformation Work?

We use public opinion and censorship theory to guide our research. Public opin-
ion theory regards how the public receives, accepts, and processes political infor-
mation. Assuming that the public acts in a rational manner, they will use infor-
mation short-cuts to reduce information costs [11]. Rational citizens will not
obtain and process all available information, as argued in the theory of public
opinion [24], and applied to the reception and processing of social media infor-
mation. We assume that citizens will follow and process incoming social media
information following the “receive-accept-sample” (or RAS) model [4,5,24].

In the RAS model, the citizen receives information (usually from elites),
accepts the information (usually filtering it ideologically or by partisanship), and
then samples from recently received information when needed (say answering a
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survey or voting on a ballot measure). The RAS model provides a theoretical
framework in which citizens will be selective about information; partisan citizens
will receive and accept information from elites with whom they share partisan
affiliations. Partisanship is an important heuristic or information shortcut used
by citizens [13,14,16].

However, on social media platforms like Twitter, information is not neces-
sarily passed from a partisan elite to a partisan citizen directly – the platform
uses algorithms that can alter the flow of information. Furthermore, as was made
clear with many of Trump’s tweets concerning the 2020 election, the platform
can intervene directly by blocking or impeding the ability of an elite to tweet,
labeling the elite’s messages as misinformation, or making it difficult or impossi-
ble for those who view the elite’s post to redistribute the message. While Twitter,
and similar social media platforms, are private companies, like governments they
can control the flow of information on their platforms.

Next, we draw upon the theory of censorship [18]. That theory argues that
three mechanisms can be used to censor information online: fear, friction, and
flooding. Censoring information through fear means using tools like financial
sanctions or the threat of imprisonment to coerce citizens and elites to not dis-
seminate information. Friction regards efforts to slow or make more difficult the
dissemination of information. Flooding involves disseminating large quantities
of competing information, which serves to make it more difficult and costly to
find the information that the government aims to censor.

As [18] points out, introducing friction works in situations where “the cost
added by censorship to the information is enough to offset the benefits of con-
suming or disseminating information” (p. 72). Recall that the RAS model notes
that citizens use heuristics like partisanship to determine which elites they fol-
low and whether they receive information from those elites. In situations where
Twitter imposes no friction on Trump’s tweets, the RAS model should apply:
Republicans should be more likely to receive and accept Trump’s tweets, most
likely in the form of additional conversation about the topics of Trump’s tweets
online.

This theoretical foundation allows us to formulate the following two hypothe-
ses:

– Hypothesis 1: Trump’s tweets steer the direction of conversation, resulting in
a higher volume of tweets concerning the topics that Trump discusses.

– Hypothesis 2: Actions taken by Twitter (restrictions, warnings) lessen the
influence of Trump’s tweets. Intervening on Trump’s tweets will reduce the
subsequent discussions, mitigating the effect of our first hypothesis. Con-
sequently, these measures decrease the number of election fraud tweets by
Republicans relative to unrestricted tweets.

In the next section we describe our data and methods, as well as how we test
these hypotheses.
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4 Data

We used three datasets in this study: Trump’s tweets obtained from the Trump
Twitter Archive3 and Factba.se4; 2020 general election tweets that we collected
using the Twitter API; and election misinformation tweets dataset ElectionMis-
info2020 [12].5

Since Twitter suspended Trump’s account, we could not directly obtain his
tweets from the Twitter API. Therefore, we used the Trump Twitter Archive
to obtain all tweets posted by Trump from September 1, 2020, to December 15,
2020. This dataset contains tweet ids, times, retweet counts, and texts. Addition-
ally, we used Factba.se to identify the tweets that were labeled. Since Factba.se
does not differentiate between restricted and warned tweets (documenting both
types as “flagged” tweets), we marked “flagged” tweets with zero retweet counts
as restricted tweets, and the remaining “flagged” tweets as warned tweets.

We collected the 2020 general election tweets dataset using the Twitter API
from June 2020 to January 2021. We utilized the long-term Twitter monitor
developed by [8] and keywords related to election fraud, remote voting, polling
places, and other election topics. We used this dataset to study how Twitter’s
restrictions influenced the retweeting of Trump’s tweets.

The election misinformation tweets dataset [12] is at the core of this study. It
comprises tweets identified in 456 distinct misinformation stories from September
through December 2020. For each tweet, the dataset displays the misinforma-
tion story it is part of, its identification number6, the identification numbers
of the tweets it retweeted/quoted/replied to, and its partisan lean (left, right,
unknown). We used this dataset to construct time series of misinformation counts
and study how Trump’s tweets and Twitter’s labeling impacted these time series.

We find 576 tweets of Trump directly appear in the dataset. Among the
576 tweets, there are 10 restricted tweets, 108 warned tweets, and 458 unre-
stricted/unwarned tweets. Fifty-nine tweets are directly labeled as misinforma-
tion and the summary of the 59 tweets can be found in Table 1.

5 Effects of Trump’s Tweets

The first question we are interested in is the effects of Trump’s tweets on the
spread of misinformation. Our hypothesis is that Trump’s tweets would directly
lead to an increasing spread of the corresponding misinformation. To investigate
this, we take each of Trump’s tweets that appear in the ElectionMisinfo2020
dataset, plot the volumes of the corresponding misinformation story around the
posting time of Trump, and look at the direct effect of Trump’s posting on the

3 https://www.thetrumparchive.com.
4 https://factba.se/topic/flagged-tweets.
5 The data and code used in this paper is available at https://github.com/jian-frank-
cao/Disinformation-Intervention.

6 The tweet ID can uniquely identify a message on Twitter, including tweet, reply,
quote, and retweet.

https://www.thetrumparchive.com
https://factba.se/topic/flagged-tweets
https://github.com/jian-frank-cao/Disinformation-Intervention
https://github.com/jian-frank-cao/Disinformation-Intervention
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Table 1. Summary of Trump’s Tweets in the ElecMisinfo2020 Dataset

Story Number Description Count Hard Soft Unrestricted Retweet

Story 1 ballot harvesting: Ilhan Omar Project Veritas Video 3 0 0 3 1

Story 2 tech: dominion 34 0 23 11 12

Story 3 Late:Extended Ballots 1 0 0 1 0

Story 4 dead voters: general ticket 5 0 5 0 1

Story 5 Digital dumps: Michigan 128000 votes 2 2 0 0 0

Story 6 partisan vcr: Nevada whistleblower 1 0 1 0 1

Story 7 Physical Mail Mistakes: Deceased and Inactive CA 1 0 0 1 1

Story 8 Physical Mail Mistakes:MI Misprints for Troops 2 0 0 2 2

Story 9 poll watchers: Philly no entry list 1 0 1 0 0

Story 10 Physical Mail Fraud: Democratic TX Mayor 1 0 0 1 0

Story 11 Other: Stop The Steal Pushed 1 0 0 1 0

Story 12 Other: Candidate Fraud Biden Fraud Quote 2 0 0 2 0

Story 13 protests:stop the steal rallies 1 0 1 0 1

Story 14 Physical Mail Fraud: PA Misprinted Corrections 2 0 0 2 0

Story 15 Statistics: Math Video 1 0 0 1 0

Story 16 Physical Mail Mistakes:NYPost Ballot Typo 1 0 0 1 0

time series.7 Note that we take all of Trump’s tweets, regardless of Twitter’s
actions, which could bias the result downward. Therefore, the effect we discuss
here might be a lower bound.

We find very similar patterns among almost all the 120-min windows around
Trump’s posting time: the tweet volume rises sharply, and then gradually
decreases, eventually equilibrating at a stable volume that is higher than the
level before the posting event. To estimate the average effect, we first normal-
ize each 120-min window by applying the following transformation to each time
window.

Ŷi =
Yi − min(Y )

max(Y ) − min(Y )

Fig. 2a shows the average time series and the confidence interval among all the
time windows. We also independently count retweets of Trump’s tweets. The
normalized average time series and the confidence interval among all windows
are shown in Fig. 2b. Additional, we also plot the average normalized volume
for left-lean and right-lean tweets separately in Fig. 2c and Fig. 2d. This shows
that the overall effect on volume is much larger for right-leaning tweets, which
is consistent with hypothesis 1.

7 Out of all Trump’s tweets, there are two that were posted close enough in time that
their active periods overlap. In this specific instance, we study the combined effect
of these tweets, using the timestamp of the first tweet as the reference point for our
analysis.
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Fig. 2. Average normalized time series among all 120-min time intervals affected by
Trump’s tweet

To quantify the effect of Trump’s tweets and the heterogeneity across different
topics, we perform a t-test for each story on the average column in three time
periods. Period 1 spans 30 minutes before Trump’s tweet (T = −30 to T = −1).
Period 2 spans 30 minutes after Trump’s tweet (T = 0 to T = 29). Lastly, Period
3 is 30 minutes to 60 minutes after Trump’s tweet (T = 30 to T = 59).

We compare the data from Periods 1 and 2 to see the immediate effect of
the tweet, and from Periods 1 and 3 for the longer-term impact. The volume per
minute comparisons before and after each tweet, along with the t-test results, are
displayed in Fig. 3. The graph indicates that Trump’s tweet has a heterogeneous
effect across different topics. We can observe that for most of the topics, there is
an increase in volume either immediately or after 30 minutes. The volume does
not immediately increase for some topics with Twitter’s intervention like “Dead
voters”, “Nevada Whistleblower”, and “Poll Watcher”, which provides evidence
in support of hypothesis 2.
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Fig. 3. Effect of Trump’s tweets By Topic and Time. Note: ns: p > 0.05; *: p ≤ 0.05;
**: p ≤ 0.01; ***: p ≤ 0.001; ****: p ≤ 0.0001

6 Effects of Twitter’s Actions

To study the effects of labeling, we first estimate the time Twitter applied the
label. We then derive time series of misinformation related to Trump’s tweets.
We compare the time series of messages where a label was applied against coun-
terfactuals derived from messages that were not subject to any restriction. Using
this data, we estimate the effects of labeling.

To study the effects of labeling, it is necessary to know when the labeling
became effective, i.e., the treatment time. However, Twitter has not disclosed the
exact timing of the labels, only stating that they applied labels between 5 to 30
minutes after Trump posted the tweets.8 Fortunately, our 2020 general election
data contains real-time retweets of 7 out of 26 of Trump’s restricted tweets. Each
retweet contains a retweet status object that points to Trump’s original tweet
and shows its latest retweet count by the time the retweet was collected by our
Twitter monitor. The time series of cumulative retweets are shown in Fig. 4.
We can see that the time series stopped around 20 to 240 minutes after Trump
tweeted because Twitter restricted users’ ability to retweet, and no more new
retweets were collected. The stopping points (red) are our estimates of labeling
time. Notice that labeling took around 1.5 to 4 h in September, while it only took
around 30 minutes in November. Twitter expedited its labeling, likely because
election misinformation was spreading fast and the potential damage to society
was great. Since we cannot directly estimate the labeling time of warned tweets
8 https://www.youtube.com/watch?v=ONYuLP7sHFQ&t=4701s.

https://www.youtube.com/watch?v=ONYuLP7sHFQ&t=4701s
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as retweeting was not restricted, we assume it is similar to that of the restricted
tweets.

Next, we derive the time series of misinformation tweets related to Trump’s
tweets. For each of Trump’s tweets included in the misinformation data set, we
find that tweet’s corresponding story.9 We then compute the number of tweets
posted per minute, across the entire misinformation dataset, from the associated
misinformation story. We focus on the time series from T to T + 120, where
T is the timestamp of Trump’s tweet. Thus, each of Trump’s tweets produces
a misinformation time series. When the Trump tweet that produces this time
series is “labeled” by Twitter, we refer to this as a “labeled misinformation time
series”, and if the Trump tweet is “unlabeled”, an “unlabeled misinformation
time series.”10.

We use synthetic control to construct counterfactuals of the labeled time
series. For each labeled misinformation time series, if there are more than five
unlabeled misinformation time series in the same story, we use them to estimate
the synthetic control. Otherwise, we disregard the stories and use all unlabeled
time series. Based on the estimates of labeling time in Fig. 4, assuming most
labeling was imposed after T + 20, we estimate the synthetic control using the
T to T +19 sub-series to ensure that it closely resembles the labeled time series
in the first 20 minutes.

We show synthetic controls for all of Trump’s restricted tweets in Fig. 5a and
15 out of 201 warned tweets in Fig. 5b. The synthetic control, i.e., the estimated
tweets if there was no restriction, is shown in red, and the observed tweets are
shown in blue. The area between the red and blue curves are the estimated effects
of labeling. If the red curve is above the blue curve, then the effect of labeling
is negative, which means labeling reduces the spreading of misinformation. For
example, those where there is solid evidence from the synthetic control methodol-
ogy that Twitter’s content moderation reduced misinformation are Trump’s that
Twitter restricted on Nov 04 15:37:40, Nov 04 21:56:11, and Nov 05 16:22:46.
Additionally the synthetic control methodology indicates that Twitter’s content
moderation reduced misinformation in the instances where they placed warnings
on Trump’s tweets about the election on Nov 04 21:56:10, Nov 09 00:23:26, and
Nov 12 15:16:02. On the other hand, if the blue curve is above the red curve, this
indicates positive treatment effects, in which Twitter’s labeling stimulates more
discussion about misinformation. For example, the synthetic control method
indicates positive treatment effects when Twitter restricted Trump’s tweets on

9 In some cases, the Trump tweet is not directly in the misinformation dataset, but
we do find the tweet’s associated retweets, quotes, and replies. In all cases where
we find more than ten examples of retweets, quotes, or replies with a story in the
misinformation dataset, we define the Trump tweet’s misinformation story as the
most common across this set of retweets, quotes, and replies. If we find fewer than
ten examples, we drop this Trump tweet from our analysis.

10 If any Trump tweet did not lead to significant corresponding misinformation time
series from T to T +120, i.e. less than 100 tweets per minute on average, we dropped
it from our analysis.
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Nov 05 15:09:19 and when Twitter placed warning labels on his election-related
tweets on Nov 19 17:34:26, Nov 30 00:34:38, and Dec 14 14:38:38.

Overall, the synthetic control results shown for the thirty examples in Fig. 5a
and Fig. 5b provide a nuanced perspective on Twitter’s attempts in 2020 to slow
or stop the spread of election misinformation by restricting or placing warning
labels on Trump’s tweets. Among the restricted tweets (Fig. 5a) we see relatively
clear evidence in 8 of the 15 instances for restriction reducing the subsequent
spread of misinformation. Similarly, among the Trump tweets where warning
labels were used, 6 of the 15 examples show that the subsequent spread of mis-
information was slowed.
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Fig. 4. How Fast Did Twitter Apply the Restriction?

With these synthetic controls, we quantify the labeling effect using ratios of
average tweets in the second hour:

φi =

∑120
t=61(Observed)i,t

60∑120
t=61(Estimated No Restriction)i,t

60

(1)

The ratio is less than one if the average observed tweets from T +61 to T +120
is smaller than the average estimated tweets if there was no restriction, i.e., the
blue curve is above the red curve, and it is larger than one otherwise. Since this
study is interested in analyzing how Twitter’s labeling reduces the spreading
of misinformation, we focus on Trump’s tweets that are associated with a large
number of misinformation tweets and exclude time series that have on average
fewer than 100 tweets per minute.

The ratios are shown in Fig. 6 and Table 2. We use shapes to distinguish
Trump’s restricted and warned tweets and use colors to show stories. We see
that the majority of the ratios are less than one, i.e., in the green area, as
55 of the tweets in this analysis are in the green area. Importantly we note
that of the six tweets in this sample that were restricted, five of the restricted
instances were ones where the subsequent flow of misinformation were reduced,
and in only one of those instances was the subsequent flow of misinformation
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Fig. 5. Effects of Restriction

not reduced by the restriction of Trump’s tweets. It is also important to note
that these six restricted tweets were in the immediate aftermath of the 2020
presidential election, at a time when mitigating the spread of misinformation
might have been most influential. We also must note, however, that 30 of the
tweets in this analysis (the vast majority of which were those with warning labels)
show positive treatment effects, meaning that misinformation increased after the
warning labels were used. Some of the tweets with warning labels have sizable
increases in post-moderation spread, one of the tweets with a warning label in
early December 2020 saw a 1600% increase in post-treatment misinformation
spread.

Finally, for interested readers, we also show the distribution of φi in Table 2. A
t-test of log(φi) yields a t-value of −2.4737 and a p-value of 0.0149, which means
labeling significantly (P < 0.05) reduces the volume of misinformation tweets in
the testing period [T +61, T +120]. The mean of the log effect log(φi) = −0.1673
indicates that, on average, Twitter’s labeling reduces 1 − e−0.1673 = 15.41% of
misinformation tweets.

7 Discussion

Existing literature presents conflicting findings on the ability of social media plat-
forms to mitigate the spread of misinformation effectively. Our study, however,
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Fig. 6. Quantification of the Estimated Treatment Effect

Table 2. Tweets in Estimated Ratio Ranges

Restricted Warned

(12.5%, 25%] 1(16.67%) 4(3.92%)

(25%, 50%] 0(0%) 17(16.67%)

(50%, 100%] 4(66.67%) 45(44.12%)

(100%, 200%] 0(0%) 25(24.51%)

(200%, 400%] 1(16.67%) 9(8.82%)

(400%, 800%] 0(0%) 1(0.98%)

(800%, 1600%] 0(0%) 1(0.98%)

Total 6 102

takes a more targeted approach, examining a particular facet of platform mod-
eration. We utilize a unique dataset and adopt a sophisticated causal inference
methodology to increase the validity of our conclusions. Our findings suggest
that actions taken by social media platforms can mitigate the subsequent spread
of misinformation. We call for further research to better understand the condi-
tions under which moderation is possible and which interventions are the most
effective.

In particular, the next stage of research needs to tackle the conditions when
content moderation has the desired treatment effect. Is restriction more effective
than labeling (we see intriguing evidence that the answer may be yes in Fig. 6)?
Does it matter when a platform applies restrictions or labels? Does the speed
at which moderation is carried out affect its effectiveness? Is the wording of
the warning label important for restricting subsequent spread? There are many
additional questions that researchers and social media companies should tackle.

It is important to view our conclusions in through lens of the current moment,
wherein some social media channels opt for less moderation, ostensibly to cham-
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pion free speech. Discussions surrounding the policies being implemented by
states such as Florida and Texas, in conjunction with legal debates about the
moderation of certain social media dialogues, highlight potential restrictions on
content moderation. While Constitutionally-protected political speech might be
an area where content moderation is problematic, that should not imply that
social media platforms should stop efforts to prevent the spread of child pornog-
raphy, voting disenfranchisement, sexual and racial harassment, or the use of
their platforms by terrorists organizations. The research community needs to
step up our involvement in these debates, and provide research that can help
social media platforms develop appropriate content moderation policies that
protect rights while preventing illegal behavior and social harm.
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